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Abstract

Random set theory is a general framework which comprises uncertainty in the form of probability boxes, possibility distributions, cumulative distribution functions, Dempster-Shafer structures or intervals; in addition, the dependence between the input variables can be expressed using copulas. In this paper, the lower and upper bounds on the probability of failure are calculated by means of random set theory. In order to accelerate the calculation, a well-known and efficient probability-based reliability method known as subset simulation is employed. This method is especially useful for finding small failure probabilities in both low- and high-dimensional spaces, disjoint failure domains and nonlinear limit state functions. The proposed methodology represents a drastic reduction of the computational labor implied by plain Monte Carlo simulation for problems defined with a mixture of representations for the input variables, while delivering similar results. Numerical examples illustrate the efficiency of the proposed approach.
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1. Introduction

The treatment of uncertainties and the calculation of the probability of limit state violations are of primary concern in modern engineering systems. Different modes of failure can be grouped in the so-called limit state function (LSF) \( g : \mathcal{X} \rightarrow \mathbb{R} \), which depends on a set of uncertain system parameters \( \mathbf{x} \in \mathcal{X} \subseteq \mathbb{R}^d \). In the framework of reliability assessment, the failure surface \( g(\mathbf{x}) = 0 \) splits the \( \mathcal{X} \)-space in two domains, namely the safe set \( S = \{ \mathbf{x} \in \mathcal{X} : g(\mathbf{x}) > 0 \} \) and the failure set \( F = \{ \mathbf{x} \in \mathcal{X} : g(\mathbf{x}) \leq 0 \} \). The probability measure of \( F \subseteq \mathcal{X} \), also known as the probability of failure, is defined as

\[
P_F = \int_{\mathcal{X}} I_F(\mathbf{x}) dF_X(\mathbf{x}) = \int_{\mathcal{X}} \mathbb{I}[g(\mathbf{x}) \leq 0] dF_X(\mathbf{x}) \quad (1)
\]

where, \( F_X(\mathbf{x}) \) is the joint cumulative distribution function (CDF) of the input variables and \( \mathbb{I}[\cdot] \) stands for the indicator function, which takes the values \( \mathbb{I}_F(\mathbf{x}) = 1 \) when either \( \mathbf{x} \in F \) or the condition in square brackets is true, and \( \mathbb{I}_F(\mathbf{x}) = 0 \) otherwise. When \( F_X(\mathbf{x}) \) is sufficiently differentiable, the associated joint probability density function (PDF) \( f_X(\mathbf{x}) \) exists, and in this case equation (1) can be expressed also as

\[
P_F = \int_{\mathcal{X}} \mathbb{I}_F(\mathbf{x}) f_X(\mathbf{x}) d\mathbf{x} = \int_{\mathcal{X}} \mathbb{I}[g(\mathbf{x}) \leq 0] f_X(\mathbf{x}) d\mathbf{x}.
\]

One of the main drawbacks of applying the probabilistic approach to reliability analysis of structures is that the CDFs of the input variables \( \mathbf{x} \in \mathcal{X} \) are usually known with imprecision. This is normally due to the lack of sufficient data for fitting the model to each input random variable. Even if the information is plenty, there remains the problem of the high sensitivity of the usually small probabilities of failure to the parameters of the CDFs (see e.g. Elishakoff (1999); Oberguggenberger and Fellin (2005)). In addition, the information about the input variables, is not always given as joint CDFs, but they can be expressed as well, in terms of probability boxes, possibility distributions, Dempster-Shafer structures, intervals, among other representations of uncertainty. All those reasons complicate the application of the efficient methods that exist in
the realm of probability theory for the estimation of the reliability of structural and mechanical systems.

These difficulties have fostered the research on alternative methods (coined under the term of imprecise probabilities) for incorporating uncertainty in the analysis of engineering systems, such as possibility theory, info-gap theory, convex models, interval analysis, ellipsoid modeling, credal sets, Dempster-Shafer evidence theory, random sets, random fuzzy sets, fuzzy random sets, probability boxes, sets with parametrized probability measures, among other methods. The reader is referred to the state-of-the-art review Beer et al. (2013) and references within for further discussion and additional information.

In this context, random set theory appears as a unifying framework which comprises several types of uncertainty representations, either aleatory or epistemic. This approach allows us to estimate the lower and upper bounds on the probability of events, and thus, it can be used to bound the probability of failure. Within the random set approach to structural reliability, research has been done for introducing the epistemic uncertainty in the probabilistic models. In this direction, Tonon (2004) used random set theory to calculate the reliability bounds for the challenge problem proposed by Oberkampf et al. (2004). Du (2008) developed a methodology, termed the unified uncertainty analysis method for reliability assessment of structural and mechanical systems. The approach uses a double loop optimization process which contains probabilistic and interval analysis, and employs the first-order reliability method (FORM) for the solution of the reliability problem. Similarly to the sampling methods developed in Alvarez (2006, 2009a), Zhang and co-workers proposed the so-called interval Monte Carlo simulation method (Zhang et al., 2010, 2017); also they developed an interval importance sampling method (Zhang, 2012) and an interval quasi-Monte Carlo method (Zhang et al., 2013). Xiao et al. (2014) proposed an efficient saddle-point approximation to speed up the results of the interval Monte Carlo simulation method. Alvarez and Hurtado (2014) proposed a method based on the reliability plot to estimate in a parsimonious way the lower and upper probabilities of failure. Recently, Yang et al. (2016) used a surrogate kriging model to accelerate the computations of the failure probability bounds.

As it will be seen in the paper, the estimation of the lower and upper probabilities of failure can be postulated as two standard reliability assessment problems, and consequently, any method for the estimation of the probability of failure that only uses probabilistic information can be applied. In particular, we will illustrate this methodology using one of the most popular and efficient methods, namely, subset simulation (Au and Beck, 2001, 2003). During the last decade, subset simulation has established itself as one of the leading algorithms for the estimation of failure probabilities. Therefore, the engineering research community has focused on the enhancement and generalization of the method; some of the most recent contributions include: Bayesian post-processor for subset simulation (Zuev et al., 2012), combination of subset simulation with machine learning-based surrogate models (Bourinet et al., 2013; Papadopoulos et al., 2013), and the subset simulation enhancements proposed by Papaioannou et al. (2015) and Au and Patelli (2016). Perhaps one of the most significant developments was proposed by Walter (2015), who applied the concept of moving particles; the approach presents two main results in the context of subset simulation (referred to as multilevel splitting): first, the number of samples required to populate \( F \) is considerably reduced, and second, the adaptive selection of the intermediate levels is no longer required since by construction the nested subsets do not exist anymore.

In this contribution, we will use subset simulation in conjunction with random set theory in order to estimate the upper and lower bounds on the probability of failure when the input variables are defined in terms of probability boxes, possibility distributions, CDFs, Dempster-Shafer structures, or intervals. In fact, the proposed approach is so general that any method for assessing the probability of failure can be used as well.

The plan of this work is as follows. The document begins with a succinct introduction to copulas and random sets in Sections 2 and 3, respectively. Then in Section 4, we introduce the mathematical formulation for the estimation of the probability of failure and its relationship with random set theory. Specifically, we will see that the calculation of the lower and upper probabilities of failure will correspond to the evaluation of two integrals that compute the probability of failure for two different LSFs. Section 5 will introduce the Monte Carlo simulation method for the estimation of the probability of failure, and Section 6 will introduce the subset simulation algorithm. The proposed methodology will be illustrated in Section 7; there, we explain how to use subset simulation to estimate the lower and upper probabilities of failure provided by random set theory after applying a suitable isoprobabilistic transformation. Section 8 demonstrates the advantages of the proposed approach with three numerical examples. The paper ends with the discussion of results, conclusions, some open problems and the corresponding acknowledgements.

2. An introduction to copulas

2.1. Overview

This concise review of some important concepts about copulas follows the exposition presented in Nelsen (2007). A copula \( C \) is a \( d \)-dimensional CDF, \( C : [0,1]^d \rightarrow [0,1] \), whose univariate marginal CDFs are uniform on the interval \([0,1]\). The main attribute of a copula is to link a given joint CDF with its univariate marginal CDF can be represented as a function of its univariate marginal
CDFs and a copula $C$ that contains all information of the dependence structure between the components of the random vector $X = [X_1, X_2, \ldots, X_d]$.

2.2. $V_C$-volume and Lebesgue-Stieltjes measure $\mu_C$

Let us define a $d$-dimensional box or simply $d$-box $[a, b]$, as the Cartesian product $[a_1, b_1] \times [a_2, b_2] \times \cdots \times [a_d, b_d]$, with $a_k \leq b_k$, for all $k = 1, 2, \ldots, d$; here $[a_k, b_k]_{k=1}^d$ represents a set of intervals on the real line.

The $V_C$ volume of a $d$-box $[a, b]$ is the $d$-th order difference of the copula $C$ on $[a, b]$, that is,

$$V_C([a, b]) = \sum_{i=1}^{d} \sum_{l=1}^{d} \cdots \sum_{i=1}^{d} \sum_{l=1}^{d} (-1)^{i+1+l+\cdots+i} C(x_{i_1}, \ldots, x_{d})$$

where, $a = [a_1, a_2, \ldots, a_d]$, $b = [b_1, b_2, \ldots, b_d]$, and $x_k = a_k$, $x_{d} = b_k$ for all $k = 1, 2, \ldots, d$. The $V_C$-volume can be understood as the volume associated to the $d$-box $[a, b]$ under the PDF corresponding to the copula $C$ (in the case it exists); in consequence, $V_C([a, b]) \geq 0$ for each $[a, b] \subseteq [0, 1]^d$.

The generalization of the $V_C$-volume to sets in $[0, 1]^d$ that are not $d$-boxes is given by the Lebesgue-Stieltjes measure associated to the copula $C$, denoted $\mu_C$. In this case, $\mu_C(F)$ is the probability measure of the region $F \in [0, 1]^d$ under the copula $C$ (see Alvarez (2009a) for further details).

2.3. Rosenblatt transformation for copulas

Rosenblatt (1952) proposed a method that transforms a set of dependent random variables $\alpha$ into a set of independent ones $\alpha'$. In other words, given the joint CDF of a (possibly dependent) set of random variables, this transform is a one-to-one mapping from that set of variables $\alpha$ onto a set of independently and identically distributed (i.i.d.) random variables $\alpha'$.

For copulas, this bijective transformation is expressed as follows: for every random vector $\alpha = [\alpha_1, \ldots, \alpha_d]$ distributed according to the copula $C : [0, 1]^d \rightarrow [0, 1]$, the Rosenblatt transform $\alpha' = T_{Ros}(\alpha) = [\alpha'_1, \ldots, \alpha'_d]$ is given as: $\alpha'_1 = \alpha_1$, $\alpha'_2 = C(\alpha_2 \mid \alpha_1)$, $\ldots$, $\alpha'_d = C(\alpha_d \mid \alpha_1, \ldots, \alpha_{d-1})$. In this case, the resulting random vector $\alpha'$ takes values in $[0, 1]^d$ and is uniformly distributed according to the independence copula (also known as product copula), $C(\alpha') = \prod_{i=1}^{d} \alpha'_i$. Furthermore, the conditional CDFs $C(\alpha_k \mid \alpha_1, \ldots, \alpha_{k-1})$ can be shown to be given by (Schmitz, 2003, p.20),

$$C(\alpha_k \mid \alpha_1, \ldots, \alpha_{k-1}) = \frac{\partial^{-1}}{\partial \alpha_k} C(\alpha_1, \ldots, \alpha_k, 1, \ldots, 1),$$

for $k = 2, \ldots, d$; this holds under the assumption that $C$ is sufficiently differentiable. By construction, the arguments of the copula in the numerator are filled with ones for the indexes $k+1, \ldots, d$, and the same applies in the denominator for the indexes $k, \ldots, d$. The last equation is often cumbersome to apply in high dimensions, inasmuch as the numerical evaluation of the derivatives might be computationally demanding and is prone to round-off errors.

The inverse of the Rosenblatt transformation $T_{Ros}^{-1}$ provides the most general sampling method for copulas, which is known as the conditional distribution method (see e.g. Embrechts et al. (2003)). By drawing a set of i.i.d. samples $\alpha'_k$ for $k = 1, 2, \ldots, d$ uniformly distributed in $[0, 1]$ and using the recursive equations

$$\alpha_1 = \alpha'_1$$

$$\alpha_k = C^{-1}(\alpha'_{1} \mid \alpha_1, \alpha_2, \ldots, \alpha_{k-1}) \text{ for } k = 2, \ldots, d, \quad (2)$$

a vector $\alpha = T_{Ros}^{-1}(\alpha')$ distributed according to the copula $C$ is obtained. Since the computation of the conditional inverses $C^{-1}$ is difficult to handle analytically, the solution of equation (2) can be obtained numerically by solving the nonlinear equation $C(\alpha_k \mid \alpha_1, \ldots, \alpha_{k-1}) - \alpha'_k = 0$ for $\alpha_k \in [0, 1]$.

3. Random sets: basic concepts

In the next, a brief review on some ideas on random sets (RS) is presented.

3.1. Definition of a random set

Let us consider a universal set $\mathcal{X} \neq \emptyset$ and its power set $\mathcal{P}(\mathcal{X})$, a probability space $(\Omega, \sigma_\mathcal{X}, P_\mathcal{X})$, and a measurable space $(\mathcal{F}, \sigma_\mathcal{F})$, where $\mathcal{F} \subseteq \mathcal{P}(\mathcal{X})$. A random set $\Gamma$ is a $(\sigma_\mathcal{X} - \sigma_\mathcal{F})$-measurable mapping $\Gamma : \Omega \rightarrow \mathcal{F}$, $\alpha \mapsto \Gamma(\alpha)$ (Nguyen, 2006; Couso et al., 2014). In other words, a random set is analogous to a random variable whose realization is a set in $\mathcal{F}$, not a number. Let us call each of those sets $\Gamma(\alpha) \in \mathcal{F}$ a focal element and $\Gamma$ a focal set.

Similarly to the definition of a random variable, a random set can be used to define a probability measure on $(\mathcal{F}, \sigma_\mathcal{F})$ given by $P_\Gamma := P_\mathcal{X} \circ \Gamma^{-1}$. That is, an event $R \in \sigma_\mathcal{F}$ has probability $P_\Gamma(R) = P_\mathcal{X}(\{ \alpha \in \Omega : \Gamma(\alpha) \in R \})$. Observe that when all focal elements of $\mathcal{F}$ are singletons, $\Gamma$ becomes a random variable $X$. Hence, $\Gamma(\alpha) = X(\alpha)$ and the probability of occurrence of an event $F$ is $P_\Gamma(F) := (P_\mathcal{X} \circ X^{-1})(F) = P_\mathcal{X}(\{ \alpha \in \Omega : X(\alpha) \in F \})$ for every $F \in \sigma_\mathcal{X}$.

When applying RS theory, it is not possible to compute exactly $P_\Gamma(F)$ but only its upper and lower probability bounds, since the exact CDF of the input random variables is unknown. Dempster (1967) defined those lower and upper probabilities by,

$$P_\Gamma(F) := P_\mathcal{X}(\{ \alpha \in \Omega : \Gamma(\alpha) \subseteq F, \Gamma(\alpha) \neq \emptyset \}) \quad (3a)$$

$$\bar{P}_\Gamma(F) := P_\mathcal{X}(\{ \alpha \in \Omega : \Gamma(\alpha) \cap F \neq \emptyset \}) \quad (3b)$$

where, $\underline{P}_\Gamma(F) \leq P_\Gamma(F) \leq \bar{P}_\Gamma(F)$. 

3.2. Relationship between random sets and other representations of uncertainty

The definition of a random set in Section 3.1 is very general. Alvarez (2006, 2007) proved that particularizing the probability space as,

- $\Omega := (0, 1]^d$,
- $\sigma_\Omega := \mathcal{B}(\Omega)$, where $\mathcal{B}(\Omega)$ is the Borel $\sigma$-algebra on $\Omega$,
- $P_\Omega := \mu_C$ for some copula $C$ that contains the dependence information within the joint random set, and
- using $d$-boxes as elements of $\mathcal{F}$,

is enough to model several representations of uncertainty, such as, intervals, possibility distributions, CDFs, probability boxes, Dempster-Shafer structures, or their joint combinations.

In the following, we will describe the relationship between RSs and the aforementioned representations of uncertainty. Without loss of generality, the concepts are introduced for one-dimensional random sets, that is, $\Omega := (0, 1]$, $\sigma_\Omega := \mathcal{B}(\Omega)$, and $P_\Omega$ is a Lebesgue measure on $\Omega$ (the probability measure corresponding to the CDF of a uniformly distributed random variable $\hat{\alpha}$ on $(0, 1]$). Joint (multidimensional) random sets will be analyzed from Section 3.3 on.

RSs and intervals

An interval $I = [a, b]$ models a range of values between a lower value $a$ and an upper value $b$. They do not involve any knowledge of the CDFs of the values within $a$ and $b$, in fact, all CDFs in $I$ are possible. In consequence, intervals should not be confused with a uniform CDF in $[a, b]$, inasmuch as that would imply commuting imprecision with randomness. An interval $I$ can be represented by the random set $\Gamma(\alpha) := I$, that is, all $\alpha \in \Omega$ draw the same interval $I$.

RSs and possibility distributions

A possibility distribution is expressed as a normalized fuzzy set, with membership function $A : X \rightarrow (0, 1]$, $X \subseteq \mathbb{R}$ (Dubois and Prade, 1988). It can be represented as the random set $\Gamma : \Omega \rightarrow \mathcal{F}$, whose focal set $\mathcal{F}$ is the system of all $\alpha$-cuts of the membership function $A$, that is, $\Gamma(\alpha) := \{x \in X : A(x) \geq \alpha\}$ for $\alpha \in (0, 1]$.

RSs and cumulative distribution functions

Consider a random variable on $X : \Omega \rightarrow \mathbb{R}$; the probability law of the random variable can be expressed using its CDF $F_X$. The CDF of the random variable $X$ can be represented by the random set $\Gamma(\alpha) := F_X^{-1}(\alpha)$ for $\alpha \in \Omega$, where, $F_X^{-1}(\alpha) := \inf \{x : F_X(x) \geq \alpha\}$ denotes the quasi-inverse of $F_X$.

RSs and probability boxes

A probability box or simply $p$-box is the set of CDFs $\{F_X : F_X(x) \leq F_X(x) \leq F_X, x \in \mathbb{R}\}$ which jointly represents the uncertainty about the true CDF associated to a random variable $X$ (Ferson et al., 2003). According to Crespo et al. (2013), probability boxes can be classified into two disjoint groups: distributional and distribution-free, which are discussed next.

Distributional $p$-boxes, also known as parametric, result when there is uncertainty in the representation of the parameters of the parental CDF (see below). Let us consider the CDF $F_X(x; \theta)$ associated to a random variable $X$ whose vector of parameters is $\theta = [\theta_1, \ldots, \theta_m]$. When the parameters $\theta$ are imprecisely specified as intervals, such that $\theta_i \in I_i$ for $i = 1, \ldots, m$, the set of all CDFs whose parameters comply with those intervals form the distributional $p$-box $\{F_X(x; \theta) : \theta \in I_1 \times \cdots \times I_m\}$; here $F_X$ represents the so-called parental CDF. For instance, consider a Gaussian distributed random variable with mean in the interval $[0, 2]$ and variance in $[1, 3]$. Only those Gaussian CDFs whose mean and variance lie in those intervals will belong to the $p$-box; in this case the parental CDF of the $p$-box is Gaussian distributed and no other family type of CDFs within the $p$-box will be allowed.

Distribution-free $p$-boxes, also known as non-parametric, appear when the parental family of the CDF that specifies the $p$-box is unknown. In this case, only the CDF bounds $F_X$ and $F_X$ are clearly and explicitly stated, and no assumptions about the parental CDF, or shape of the uncertain CDFs are made. Alvarez (2006) showed that this type of $p$-box can be specified as the random set $\Gamma(\alpha) := [F_X^{-1}(\alpha), F_X^{-1}(\alpha)]$ for $\alpha \in \Omega$. Distribution-free $p$-boxes do not retain information about the internal structure within the CDF bounds $F_X$ and $F_X$, and in consequence, they do not elucidate which distributions within the $p$-box are the most likely.

Distributional probability boxes are a useful tool to model CDFs whose parameters are known up to intervals. However, when used together with random set theory, they must be converted to distribution-free probability boxes, with an associated loss of information. This is because the inherent inability of random set theory to specify the parental CDF related to the probability box. A distributional $p$-box can be approximated by a distribution-free $p$-box using for instance the method described in Alvarez et al. (2017). In the same reference, it is also devised a method to estimate the bounds of the probability of failure dealing directly with distributional $p$-boxes; as a result, tighter bounds on the probability of failure are provided since the additional information included with the approximation of distributional $p$-boxes as distribution-free ones is excluded in the calculation.

Finally, Dempster-Shafer structures are also closely related to random sets. The reader is referred to Alvarez (2006, 2007) for further information.
3.3. Sampling from a random set

Let us consider again the probability space \( (\Omega, \sigma_\Omega, P_\Omega) \) with \( \Omega := (0, 1] \), \( \sigma_\Omega := \mathcal{B}(\Omega) \) and \( P_\Omega \) a Lebesgue measure on \( (0, 1] \). A sample of a one-dimensional random set is simply obtained by generating an \( \alpha \) from the uniform distribution in \( (0, 1] \) and then computing the corresponding focal element \( \Gamma(\alpha) \).

An extension to higher dimensions, \( \Omega := (0, 1]^d \), with \( \sigma_\Omega := \mathcal{B}(\Omega) \) and \( P_\Omega := \mu_c \), can be carried out by sampling an \( \alpha \) from the copula \( C \) and then combining the associated focal elements. These joint focal elements are given by the Cartesian product \( \Gamma \), whose respective focal elements are completely contained in \( \Gamma \). In this case, the lower (4a) and upper (4b) probabilities of the failure event \( F \) are calculated using the Lebesgue-Stieltjes integrals (Alvarez, 2006, 2009a)

\[
\begin{align*}
P_{\ell}(F) & := \int_{\Omega} I_{\{\Gamma(\alpha) \subseteq F, \Gamma(\alpha) \neq \emptyset\}} d\mu_c(\alpha) = \mu_c(F_{\ell}) \\
P_{\bar{\ell}}(F) & := \int_{\Omega} I_{\{\Gamma(\alpha) \cap F \neq \emptyset\}} d\mu_c(\alpha) = \mu_c(F_{\bar{\ell}}),
\end{align*}
\]

which are correspondingly formed by all those points in \( \Omega \) whose respective focal elements are completely contained in the set \( F \) or have at least one point in common with \( F \) (see Figure 1a). These sets are called respectively the lower and upper inverses of \( F \) under the random set \( \Gamma \). In particular observe that \( F_{\ell} \subseteq F_{\bar{\ell}} \).

In this case, the lower (3a) and upper (3b) probability bounds of \( F \) can be calculated by the Lebesgue-Stieltjes integrals (Alvarez, 2006, 2009a)

\[
\begin{align*}
P_{\ell}(F) & = \int_{\Omega} I_{\{\Gamma(\alpha) \subseteq F, \Gamma(\alpha) \neq \emptyset\}} d\mu_c(\alpha) = \mu_c(F_{\ell}) \\
P_{\bar{\ell}}(F) & = \int_{\Omega} I_{\{\Gamma(\alpha) \cap F \neq \emptyset\}} d\mu_c(\alpha) = \mu_c(F_{\bar{\ell}}),
\end{align*}
\]

provided that \( F_{\ell} \) and \( F_{\bar{\ell}} \) are \( \mu_c \)-measurable sets. This measurability is guaranteed by the fundamental measurability theorem (Alvarez and Hurtado, 2014).

4. Random sets and the bounding of the probability of failure

In the context of random set theory, we cannot compute an exact value of the probability of failure \( P_\ell \), inasmuch as the exact distribution of the input variables is unknown beforehand. However, as shown in Alvarez (2006, 2009a), it is possible to estimate the lower and upper probabilities of failure using equations (5a) and (5b) as

\[
\begin{align*}
P_{\ell} & = P_{\ell}(F), \\
P_{\bar{\ell}} & = P_{\bar{\ell}}(F)
\end{align*}
\]

respectively. Moreover, from equations (4) and (6), it can be seen that the following relations apply,

\[
\begin{align*}
I_{\{\Gamma(\alpha) \subseteq F\}} & = I_{F_{\ell}}, \\
I_{\{\Gamma(\alpha) \cap F \neq \emptyset\}} & = I_{F_{\bar{\ell}}}
\end{align*}
\]

and therefore, the bounds on the probability of failure in equations (7) can be written as (Alvarez and Hurtado, 2014):

\[
\begin{align*}
P_{\ell} & = \int_{\Omega} I_{\{\Gamma(\alpha) \subseteq F\}} d\mu_c(\alpha) \\
P_{\bar{\ell}} & = \int_{\Omega} I_{\{\Gamma(\alpha) \cap F \neq \emptyset\}} d\mu_c(\alpha).
\end{align*}
\]

By comparing equations (1) and (9), we realize that the estimation of \( P_\ell \) and \( P_{\bar{\ell}} \) reduces to assessing the probability of failure in the \( \Omega \)-space for two different LSFs, namely \( g \) and \( \bar{g} \). This is an important fact that allows us to use the already existing methods for the estimation of failure probabilities within random set theory, with minor modifications.

5. Estimation of \( P_{\ell} \) and \( P_{\bar{\ell}} \) using Monte Carlo simulation

Monte Carlo simulation (MCS) methods are usually employed to evaluate the integral (1). The main idea of the MCS approach is to solve the target problem by directly simulating the numerical model a given number of times, obtaining a sequence of solutions which is used to estimate statistics of the system response. In structural reliability, MCS generates i.i.d.

where, \( g \) and \( \bar{g} \) are the LSFs defined in the \( \Omega \)-space (see Figure 1b) and are given by,

\[
\begin{align*}
g(\alpha) & := \min_{x \in \Gamma(\alpha)} g(x) \\
\bar{g}(\alpha) & := \max_{x \in \Gamma(\alpha)} g(x)
\end{align*}
\]

these are optimization problems that can be solved using any nonlinear constrained global optimization algorithm.
When considering RSs, for each \( \alpha \) we obtain a corresponding focal element. The generation of samples might be carried out using the inverse transform method. Therefore, in Alvarez (2006, 2007, 2009a), it is shown that integrals (9) can be computed using the unbiased and consistent estimators

\[
\hat{\Gamma}_t = \frac{1}{N} \sum_{i=1}^{N} I_{F,\alpha} [\alpha] = \frac{1}{N} \sum_{i=1}^{N} I [g(\alpha_i) \leq 0] \quad (10a)
\]

\[
\hat{\Gamma}_t = \frac{1}{N} \sum_{i=1}^{N} I_{F,\alpha} [\alpha] = \frac{1}{N} \sum_{i=1}^{N} I [g(\alpha_i) \leq 0].
\]

According to (8), \( \Gamma(\alpha) \subseteq F \) and \( g(\alpha) > 0 \) are equivalent expressions; also \( \Gamma(\alpha) \cap F = \emptyset \) and \( g(\alpha) > 0 \) are equivalent. Moreover, since \( \Gamma(\alpha) \cap F = \emptyset \) implies that \( \Gamma(\alpha) \not\subseteq F \), hence, \( g(\alpha) > 0 \) entails \( \overline{g}(\alpha) > 0 \). This fact can be used in order to largely reduce the number of evaluations of the function \( \overline{g} \). If the same set of samples \( \alpha_i \) from the copula \( C \) is employed in the evaluation formula, then the MCS estimate of the probability of failure (1) is computed as

\[
\hat{\Pi}_t = \frac{1}{N} \sum_{i=1}^{N} I_{F,\alpha} [x_i] = \frac{1}{N} \sum_{i=1}^{N} I [g(x_i) \leq 0].
\]

When considering RSs, for each \( \alpha_i \) drawn from the copula \( C \), we obtain a corresponding focal element \( \Gamma(\alpha_i) \); this is a \( d \)-box resulting from the Cartesian product of the unidimensional focal elements obtained for each input variable. In consequence, this joint focal element contains all possible realizations of the input variables for a given \( \alpha_i \). Therefore, in Alvarez (2006, 2007, 2009a), it is shown that integrals (9) can be computed using the unbiased and consistent estimators

\[
\hat{\Gamma}_t = \frac{1}{N} \sum_{i=1}^{N} I_{F,\alpha} [\alpha] = \frac{1}{N} \sum_{i=1}^{N} I [g(\alpha_i) \leq 0] \quad (10a)
\]

\[
\hat{\Gamma}_t = \frac{1}{N} \sum_{i=1}^{N} I_{F,\alpha} [\alpha] = \frac{1}{N} \sum_{i=1}^{N} I [g(\alpha_i) \leq 0].
\]

According to (8), \( \Gamma(\alpha) \subseteq F \) and \( g(\alpha) > 0 \) are equivalent expressions; also \( \Gamma(\alpha) \cap F = \emptyset \) and \( g(\alpha) > 0 \) are equivalent. Moreover, since \( \Gamma(\alpha) \cap F = \emptyset \) implies that \( \Gamma(\alpha) \not\subseteq F \), hence, \( g(\alpha) > 0 \) entails \( \overline{g}(\alpha) > 0 \). This fact can be used in order to largely reduce the number of evaluations of the function \( \overline{g} \). If the same set of samples \( \alpha_i \) from the copula \( C \) is employed in the evaluation
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of equations (10), it is not necessary to evaluate \( \mathbb{P} \) for the samples that satisfy \( \{ g(\alpha) \leq 0 \} = 0 \) because this automatically indicates \( \{ \mathbb{P}(\alpha) \leq 0 \} = 0 \). Therefore, once equation (10b) is computed, only those samples \( \alpha \), which fulfill \( g(\alpha) \leq 0 \) are employed in the evaluation of \( \mathbb{P} \) in equation (10a).

Equations (10) are simply the implementation of the so-called interval Monte Carlo method, after Zhang et al. (2010, 2013, 2017). Note that Zhang and co-workers originally formulated their method assuming independence between the input variables, that is, they have assumed a product copula \( \Pi(\alpha) \) and have performed the sampling using simple MCS and deterministic low-dependence sequences. In this sense, the method proposed by Zhang and co-workers is a particularization of the subset simulation.

Provided that a suitable MCMC method is used for sampling, etc. In particular, we will illustrate this approach using subset simulation.

As we will show in Section 7, integrals (9) can also be estimated by any advanced Monte Carlo simulation method, e.g., subset simulation, line sampling, importance sampling, adaptive sampling, etc. In particular, we will illustrate this approach using subset simulation.

6. Review of subset simulation

6.1. Description of the method in the \( \mathcal{W} \)-space

The subset simulation (SuS) method, proposed by Au and Beck (2001), is a stochastic simulation algorithm for reliability analysis of engineering systems whose failure probabilities strongly depend on the realization of rare events. The main advantage of this approach lies in its ability to transform a rare event simulation problem into a sequence of problems involving more frequent events. This process is carried out by expressing a very small probability of failure as the product of larger conditional probabilities in the following way: the standard Gaussian space \( \mathcal{W} \) is divided into a decreasing sequence of nested subsets (referred to as intermediate failure domains) starting from the whole space and narrowing down to the target failure set, i.e., \( \mathcal{W} = \mathcal{F}_0 \supset \mathcal{F}_1 \supset \cdots \supset \mathcal{F}_m = \mathcal{F} \), such that \( \mathcal{F} = \bigcap_{j=0}^m \mathcal{F}_j \). Here, the failure set is defined by the LSF \( G : \mathcal{W} \to \mathbb{R} \) as \( \mathcal{F} = \{ u \in \mathcal{W} : G(u) \leq 0 \} \).

Consequently, by the general product rule of probability, the probability of failure can be expressed as (Au and Beck, 2001),

\[
P_f = P(\cap_{j=0}^m \mathcal{F}_j) = P(\cap_{j=0}^{m-1} \mathcal{F}_j | \mathcal{F}_j) P(\cap_{j=0}^{m-1} \mathcal{F}_j)
= P(\mathcal{F}_j | \mathcal{F}_{j-1}) P(\cap_{j=0}^{m-1} \mathcal{F}_j)
= \cdots = \prod_{j=1}^m P(\mathcal{F}_j | \mathcal{F}_{j-1});
\]

here, \( P(\mathcal{F}_j | \mathcal{F}_{j-1}) \) represents the conditional probability at the \((j-1)\)-th level. Each intermediate failure domain is defined as the set \( \mathcal{F}_j = \{ u \in \mathcal{W} : G(u) \leq b_j \} \), where \( b_1 > \cdots > b_j > \cdots > b_m = 0 \) forms a decreasing sequence of threshold levels. The set of samples that belongs to the level \( \mathcal{F}_j \) is denoted as \( u_j \); more precisely, the notation \( u_j^{(k)} \) indicates the \( k \)-th component of the \( i \)-th sample that belongs to the level \( j \). The conditional probabilities can be estimated by MCS as,

\[
P(\mathcal{F}_j | \mathcal{F}_{j-1}) = \tilde{P}_j = \frac{1}{N} \sum_{i=1}^N \mathbb{I}_{\mathcal{F}_j}[u_{j-1,i}],
\]

where, \( \{ u_{j-1,i} \}_{i=1}^N \) are samples distributed according to the conditional standard Gaussian PDFs \( \phi_U( \cdot | \mathcal{F}_j) \). Observe that the initial samples \( \{ u_{0,i} \}_{i=1}^N \) are i.i.d. distributed according to the joint standard Gaussian PDF \( \phi_U( \cdot ) = \phi_U( \cdot | \mathcal{F}_0) \). However, at higher intermediate levels, the calculation of \( P(\mathcal{F}_j | \mathcal{F}_{j-1}) \) for \( j = 2, \ldots, m \) is more complicated since it is necessary to draw i.i.d. samples \( \{ u_{j-1,i} \}_{i=1}^N \) from the conditional densities \( \phi_U( \cdot | \mathcal{F}_{j-1}) \).

SuS handles this task by generating samples with especially designed Markov chains that sequentially populate the target failure domain \( \mathcal{F} \) this requires the application of a Markov chain Monte Carlo (MCMC) algorithm (this will be discussed in Section 6.2).

In practical applications, it is not possible to make an optimal a priori selection of the intermediate threshold values. Therefore, they are adaptively selected in such a way that the conditional failure probability of each level corresponds to a common fixed value \( P(\mathcal{F}_j | \mathcal{F}_{j-1}) = p_0 \). Experience suggests that \( p_0 \in [0.1, 0.3] \) yields good efficiency; moreover, for implementation reasons, \( p_0 \) is chosen such that \( N_j = N p_0 \) and \( N_j = 1 / p_0 \) are natural numbers (Zuev et al., 2012). Observe that this adaptive selection implies that each threshold value \( b_j \) corresponds to the \( p_0 \)-percentile of the set of LSF values \( G(u_{j-1}) \).

Provided that a suitable MCMC method is used for sampling the intermediate conditional distributions, the SuS method proceeds as follows: from the initial MCS stage, the first intermediate level \( b_1 \) is selected as the \( p_0 \)-percentile of the LSF values \( G(u_0) \), by doing so, \( N_1 \) samples from \( u_0 \), that lie in \( \mathcal{F}_1 \) are distributed according to \( \phi_U( \cdot | \mathcal{F}_1) \). Those samples provide seed to simulate Markov chains using a MCMC algorithm that implicitly has \( \phi_U( \cdot | \mathcal{F}_1) \) as stationary distribution; this process generates new samples \( \{ u_{1,i} \}_{i=1}^N \). In the same way, the level \( b_2 \) is selected as the \( p_0 \)-percentile of the LSF values \( G(u_1) \) and \( N_1 \) samples from \( u_1 \) that lie in \( \mathcal{F}_2 \) will be distributed according to \( \phi_U( \cdot | \mathcal{F}_2) \). By repeating this process until the failure event \( \mathcal{F} \) is reached, the failure probability estimator of the SuS method is given by,

\[
\hat{P}_f = \prod_{j=1}^m P_j = p_0 \frac{\sum_{i=1}^N \mathbb{I}_{\mathcal{F}_j}[u_{m-1,i}]}{N}
\]

where the second term of the right hand side, corresponds to the intermediate conditional probability at the last level \( b_m = 0 \) computed as the ratio between the number of samples that lie in \( \mathcal{F} = \mathcal{F}_m \) and the total number of samples per level \( N \). A general
procedure for the implementation of the SuS method is shown Algorithm 1.

6.2. MCMC algorithms for subset simulation

The objective of MCMC methods is the generation of samples from arbitrary complex distributions. It should be noted that MCMC samples are no longer independent; nevertheless, they can still be used in the computation of the conditional probabilities at the expense of a reduction in efficiency (Zuev et al., 2012).

For subset simulation in the $\mathcal{Y}$-space, MCMC algorithms are designed in such a way that the Markov chains have the intermediate conditional densities $\phi_G(\cdot | \mathcal{F}_j)$ as their stationary distributions. The first step of the simulation takes a sample that belongs to $\mathcal{F}_j$ (called seed) and computes a random walk in order to generate a candidate sample also distributed according to $\phi_G(\cdot | \mathcal{F}_j)$. The second step ensures that the candidate sample lies in the intermediate failure level $\mathcal{F}_j$ by performing a LSF evaluation. Since the seeds are always distributed according to the conditional density (due to the adaptive selection of the intermediate levels), the samples generated during the MCMC simulation are also distributed according to this density. Hence, it is realized that all the Markov chains generated in SuS are in stationary state from the beginning of the simulation, which avoids the implementation of the common MCMC burn-in stages. This property of the MCMC samplers in SuS is referred to as perfect sampling (Au et al., 2012).

Traditional modified Metropolis-Hastings (MMH) algorithms in the context of SuS are adapted and/or improved versions of the original MH procedure, since it has been found that the latter has difficulties simulating random variables with many components, thus becoming very inefficient in high dimensional problems (Au and Beck, 2003). MMH methods (also know as component-wise) overcome this deficiency by using a sequence of one-dimensional proposal distributions to generate the candidate state one component at a time, instead of using a high dimensional proposal to obtain the candidate samples; some of these methods include: modified Metropolis algorithm (Au and Beck, 2001), modified Metropolis-Hastings with grouping of samples (Au and Beck, 2003), modified Metropolis-Hasting with delayed rejection (Zuev and Kataygiotis, 2011), adaptive conditional sampling Papaoanou et al. (2015), among others. Recently, by noting that the dimensionality of the problem increases the rejection of candidate states in the MCMC sampler of SuS, Au and Patelli (2016) proposed a so-called limiting algorithm to generate Gaussian candidate samples expressed in terms of an arbitrary increasing number of Gaussian random variables. According to Au and Patelli, their method tackles the problem of generating conditional samples in the standard Gaussian space from a more general perspective than Papaoanou et al. (2015), but generally both methods coincide.

In the following, we will employ the adaptive conditional sampling method as the MCMC sampler of SuS since it allows us to reduce the sample correlation. This gives a corresponding reduction in the coefficient of variation (c.o.v.) of the probability of failure estimates, with a similar computational cost compared to the original modified Metropolis algorithm (MMA) by Au and Beck (2001). Moreover, compared to other MCMC methods for SuS, the candidate state is always accepted at the first step of the simulation.

Adaptive conditional sampling (ACS) (Papaoanou et al., 2015): in a Metropolis-Hastings algorithm setting, given a seed sampled at level $j$ (that also belongs to the level $j+1$), denoted $\tilde{u}_j \in \mathcal{F}_j \cap \mathcal{F}_{j+1}$, for $j = 0, \ldots, m-1$ and $i = 1, \ldots, N_j$, the candidate state $u'$ is drawn from the PDF $\phi_G(\cdot | \mathcal{F}_{j+1})$. The idea of the conditional sampling (CS) method is to impose that the candidate state and the seed are jointly Gaussian distributed with component-wise correlation coefficient $\rho_k$. Therefore, writing out a new random vector with components $[u'; \tilde{u}_j]$, we

---

**Algorithm 1** Subset simulation in the $\mathcal{Y}$-space (Au and Beck (2001)).

**Input:**
1. $\triangleright$ Limit state function $G : \mathcal{Y} \rightarrow \mathbb{R}$
2. $\triangleright$ Number of samples per conditional level $N$
3. $\triangleright$ Conditional failure probabilities value $p_0 \in [0.1, 0.3]$

**Procedure:**
4. Set $j = 0$ (number of conditional level)
5. Set $N_{j0} = 0$ (number of failure samples at level 0)
6. Set $N_j = N_{j0}$ (number of seeds per level)
7. Set $N_j = 1/p_0$ (number of samples simulated from each seed, including the seed)
8. Create a list $u_0$ with $N$ i.i.d. realizations from $\phi_G(\cdot | \mathcal{F}_j)$ using MCS
9. Create an empty list $h_0$ to store limit state function values
10. for $i = 1$ to $N$ do
11. Set $h_0 = G(u_0)$
12. if $h_0 \leq 0$ then
13. Set $N_{j0} = N_{j0} + 1$
14. end if
15. end for
16. while $N_{j0} < N_j$, do
17. Set $h_j^*$: Sort the values in $h_j$ in ascending order
18. Set $u_j^*$: Order the points in $u_j$ using the same sort-key that was used to form $h_j^*$
19. Set $b_{j+1} = \frac{1}{2} (b_{j+1}^* + b_{j+1}^*_{j+1})$, (that is, the $p_0$-percentile of $h_j$)
20. Set $\bar{u}_j = [u_j^* b_{j+1}^*]$ (select the seeds)
21. Create two empty lists $u_{j+1}$ and $h_{j+1}$
22. for $i = 1$ to $N_j$ do
23. Starting from the seed $\tilde{u}_j$, draw $N_j - 1$ additional samples from $\phi_G(\cdot | \mathcal{F}_{j+1})$ using the MCMC sampler (e.g. Algorithm 2) with the limit state function $G$. This process also returns the associated limit state function values
24. Append the previous $N_j$ samples to the list $u_{j+1}$
25. Append the previous $N_j$ limit state function values to the list $h_{j+1}$
26. end for
27. Set $N_{j+1} = 0$ (number of failure samples at level $j+1$)
28. for $i = 1$ to $N$ do
29. if $h_{j+1} \leq 0$ then
30. Set $N_{j+1} = N_{j+1} + 1$
31. end if
32. end for
33. Set $j = j + 1$ (next level index)
34. end while
35. Output: $\hat{p}_j = p_0 \frac{N_{j0}}{N_j}$
are now interested in the conditional distribution \( \phi(u^* \mid \tilde{u}_j) \). Notice that the mean vectors and covariance matrices of this random vector can be partitioned accordingly in terms of the individual and crossed components. In this case, the vector \( [u^*; \tilde{u}_j]^T \) is distributed according to

\[
N \begin{pmatrix} 0 & I \cr I^T & R \end{pmatrix} \]

where, \( I \in \mathbb{R}^{d \times d} \) is the identity matrix and the cross-covariance matrix \( R \in \mathbb{R}^{d \times d} \) is a diagonal matrix with its \( k \)-th diagonal term equal to the correlation coefficient \( \rho_k \). Based on this partition, it can be shown (Vanmarcke, 2010, p. 48) that the conditional distribution \( \phi(u^* \mid \tilde{u}_j) \) is given by the \( d \)-dimensional Gaussian PDF, \( N(\tilde{R} \tilde{u}_j, I - RR^T) \). Because of the independence, each \( k \)-th component of this conditional distribution is given by a one-dimensional Gaussian with mean value \( \rho_k \tilde{u}_j \) and variance \( 1 - \rho_k^2 \), for \( k = 1, \ldots, d \). If not specified, the squared correlation coefficients\( \rho_k^2 \) can be estimated from the sample standard deviation \( \sigma_j \in \mathbb{R}^{d+1} \) of the seeds \( \tilde{u}_j \). Then, each term of the squared correlation parameter is estimated as \( \rho_k^2 = 1 - \sigma_k^2 \), where \( \sigma_k = \min(1, \sigma_j(k)) \) (here, the min function is required since \( \sigma_k^2 \) cannot be larger than the standard deviations of the marginals of the PDF \( \phi_i \), which are one).

As in most of MCMC samplers, the efficiency of the CS method is controlled by the spread of the proposal distribution, which in this case depends on the choice of the correlation parameters \( \rho_k \). A small \( \rho_k \) decreases the acceptance rate of the candidate samples, while a large \( \rho_k \) increases the correlation of the samples. Therefore, based on Haario et al. (2001), Papaioannou et al. (2015) proposed an adaptive scheme for tuning \( \rho_k \) in such a way that the acceptance probability is close to the optimal value of 0.44; this scheme is shown in Algorithm 2 and its details can be found in Papaioannou et al. (2015). It is worth mentioning that the CS algorithm can be regarded as a particular case of the MCMC sampler with pre-conditioned Crank-Nicolson proposal presented in Cotter et al. (2013), \( q(u(v)) = N(u(\sqrt{1 - \sigma^2} v, \sigma^2 \Sigma), \Sigma = I \) and \( \sigma \in [0, 1] \).

### Algorithm 2 Adaptive conditional sampling for subset simulation (Papaioannou et al. 2015)

**Input:**
1. \( g(u) \rightarrow \mathbb{R} \)
2. \( \{u_j\} \)
3. \( \{\alpha_j\} \)
4. \( \{\rho_k\} \)

**Output:**
1. \( \{\tilde{u}_{j+1}\} \)
2. \( \{h_{j+1}\} \)

**Procedure:**
1. Create three empty lists \( u_{j+1}, h_{j+1}, a_{j+1} \)
2. for \( k = 1 \) to \( d \)
3. \( \tilde{u}_j = \int_{\Omega} \Phi(u) d\Phi(u) \)
4. for \( i = 1 \) to \( N_0 \)
5. \( \tilde{u}_j = \int_{\Omega} \Phi(u) d\Phi(u) \)
6. Create three empty lists \( u_{j+1}, h_{j+1}, a_{j+1} \)
7. for \( k = 1 \) to \( d \)
8. \( \tilde{u}_j = \int_{\Omega} \Phi(u) d\Phi(u) \)
9. for \( i = 1 \) to \( N_0 \)
10. \( \tilde{u}_j = \int_{\Omega} \Phi(u) d\Phi(u) \)
11. for \( k = 1 \) to \( d \)
12. \( \tilde{u}_j = \int_{\Omega} \Phi(u) d\Phi(u) \)
13. for \( i = 1 \) to \( N_0 \)
14. \( \tilde{u}_j = \int_{\Omega} \Phi(u) d\Phi(u) \)
15. for \( k = 1 \) to \( d \)
16. \( \tilde{u}_j = \int_{\Omega} \Phi(u) d\Phi(u) \)
17. for \( i = 1 \) to \( N_0 \)
18. \( \tilde{u}_j = \int_{\Omega} \Phi(u) d\Phi(u) \)
19. for \( k = 1 \) to \( d \)
20. \( \tilde{u}_j = \int_{\Omega} \Phi(u) d\Phi(u) \)
21. for \( i = 1 \) to \( N_0 \)
22. \( \tilde{u}_j = \int_{\Omega} \Phi(u) d\Phi(u) \)
23. for \( k = 1 \) to \( d \)
24. \( \tilde{u}_j = \int_{\Omega} \Phi(u) d\Phi(u) \)
25. for \( i = 1 \) to \( N_0 \)
26. \( \tilde{u}_j = \int_{\Omega} \Phi(u) d\Phi(u) \)
27. for \( k = 1 \) to \( d \)
28. \( \tilde{u}_j = \int_{\Omega} \Phi(u) d\Phi(u) \)
29. for \( i = 1 \) to \( N_0 \)
30. \( \tilde{u}_j = \int_{\Omega} \Phi(u) d\Phi(u) \)
31. for \( k = 1 \) to \( d \)
32. \( \tilde{u}_j = \int_{\Omega} \Phi(u) d\Phi(u) \)
33. for \( i = 1 \) to \( N_0 \)
34. \( \tilde{u}_j = \int_{\Omega} \Phi(u) d\Phi(u) \)
35. for \( k = 1 \) to \( d \)
36. \( \tilde{u}_j = \int_{\Omega} \Phi(u) d\Phi(u) \)
37. for \( i = 1 \) to \( N_0 \)
38. \( \tilde{u}_j = \int_{\Omega} \Phi(u) d\Phi(u) \)
39. for \( k = 1 \) to \( d \)
40. \( \tilde{u}_j = \int_{\Omega} \Phi(u) d\Phi(u) \)
41. for \( i = 1 \) to \( N_0 \)
42. \( \tilde{u}_j = \int_{\Omega} \Phi(u) d\Phi(u) \)

From the foregoing discussion, we learned that the estimation of the bounds on the probability of failure when the input variables are expressed as probability boxes, possibility distributions, cumulative distribution functions or intervals, can be performed using random set theory. In this way, the calculation of the bounds of \( P_f \) is expressed as two separate probability of failure estimations, namely equations (9). These equations use as LSFs \( \tilde{g}, \tilde{g} : \Omega \rightarrow \mathbb{R} \), which are functions of the dependent variables \( \alpha \in \Omega \).

Many of the methods used to estimate the probability of failure, operate in the standard Gaussian space \( \mathbb{R}^d \); in consequence, it is required to transform the set of dependent variables in \( \Omega \) to a set of independent variables in \( \mathbb{R}^d \). This isoprobabilistic transformation can be easily performed using a bijective function \( T \) that maps a dependent point in \( \alpha \in \Omega \) according to the copula \( C \) to an independent point in \( [0, 1]^d \), as explained in Ditlevsen and Madsen (1996, Chapter 7) and Lemaire et al. (2009, Chapter 4), so that \( \alpha = T^{-1}(\Phi(u)) \) and thus integrals (9) become:

\[
P_f = \int_{\mathbb{R}^d} \mathbb{I} [\tilde{G}(u) \leq 0] d\Phi(u) \quad \tilde{P}_f = \int_{\mathbb{R}^d} \mathbb{I} [\tilde{G}(u) \leq 0] d\Phi(u)
\]
where, the LSFs $\mathcal{G}, \mathcal{G} : \mathcal{Y} \rightarrow \mathbb{R}$ (see Figure 1c) are given by

$$\mathcal{G}(u) = g\left(T^{-1}(\Phi(u))\right) \quad \text{and} \quad \mathcal{G}(u) = \bar{g}\left(T^{-1}(\Phi(u))\right)$$

(12)

Here, $\Phi_U$ stands for the standard Gaussian joint CDF, $\Phi(u) = [\Phi(u_1), \Phi(u_2), \ldots, \Phi(u_d)]$, and $\Phi$ is the unidimensional standard Gaussian CDF. Basically, the operation $\Phi(u)$ transforms the standard Gaussian variables in $\mathcal{Y}$ to the independent space $[0, 1]^d$ and the inverse transformation $T^{-1}$ maps an independent point in $[0, 1]^d$ to a dependent one in $\Omega$ according to the copula $C$. This last transformation can be performed using, for instance, the Rosenblatt transform $T_{Rosen}$, as explained in Section 2.3.

We can solve both reliability problems (11) using, for example, FORM, importance sampling, line sampling, the cross-entropy method or even SuS. In the following section, we will illustrate the proposed approach using SuS. Note however that this method is different from the one in Alvarez et al. (2014); in that paper, we suggested an algorithm that modifies the MCMC procedure of Au and Beck (2003), so that it samples directly in the $\Omega$-space instead of the $\mathcal{Y}$-space, thus the transformation of equation (12) is not required. That method was only applicable to SuS, while the present approach is applicable to any method that estimates the probability of failure in the standard Gaussian space, as is the common practice in reliability analysis.

8. Numerical examples

Let us illustrate the proposed approach with three numerical examples that are solved using Monte Carlo simulation and subset simulation with both adaptive conditional sampling (ACS) and the modified Metropolis algorithm (MMA). For the SuS method, the image of $N = 1000$ focal elements are calculated per level and the results (probability bounds and associated coefficients of variation (c.o.v.)) are computed as an average of 50 independent runs with a conditional probability value of $p_0 = 0.1$. For ACS, the probability of adaptation $p_a$ is set to 0.1 and for MMA, a uniform proposal with width 2 is used.

Notice that in a traditional full-probabilistic setting, one LSF evaluation will suffice to check whether the sample belongs to the failure region or not. However, in the random set case, the application of the extension principle is necessary to obtain the lower and upper LSFs. This implies additional model evaluations per focal element due to the optimization problem. Therefore, in all the examples, the image of the focal element $\Gamma(\alpha)$ through the LSF $g$ was found by solving the constrained optimization problems in equations (6) using an interior-point algorithm (Potra and Wright, 2000). We are using this method instead of others with a lower computational cost (e.g. the vertex method), because this guarantees that the images of the focal elements are precisely computed in all examples.

8.1. Example 1: a two-dimensional function

Consider the LSF $g(x) = 7 - x_1^2 + x_2$. The input variables $X_1$ and $X_2$ are respectively modeled as the distributional p-boxes $N([-1, 2], 1)$ and $N([-2, 1], 2)$. As described before, these distributional p-boxes must be converted to distribution-free p-boxes in order to operate with random set theory. Moreover, both input variables are assumed to be independent and therefore a product copula relates them, $C(\alpha) = \alpha \cdot \bar{\alpha}$.

The computation of the bounds of the probability of failure is given by the integrals (11). After applying the MCS estimators (10) using $1 \times 10^6$ focal element evaluations for the lower bound and $1 \times 10^4$ for the upper bound, the estimates of the probability bounds are $[\hat{P}_L, \hat{P}_U] = [2.590 \times 10^{-4}, 0.503]$. Using the optimization method, the determination of the image of each focal element required in average $33.82$ and $34.21$ LSF evaluations per element for the lower and upper bounds, respectively. Take into account that the procedure right after equation (10) was employed in order to reduce the number of focal element evaluations in the estimation of $P_L$. In this case, 4970 samples did not comply with $G(u) \leq 0$, and therefore only 995030 focal element evaluations were required in the estimation of $P_L$ by means of MCS.

In SuS with ACS the lower bound is computed with $\mathcal{G}(u)$ as LSF, in this case the intermediate levels are $b_i = [5.305, 3.097, 1.271, 0]$, obtaining the estimate $\hat{P}_L = 2.532 \times 10^{-4}$ with c.o.v. = 0.3132. Then, the upper bound is calculated with the LSF $\mathcal{G}(u)$, in this case there are no intermediate levels $b_i = 0$, and the estimate is $\hat{P}_U = 0.500$ with c.o.v. = 0.0301. This result is basically the probability of failure estimated by MCS, and hence, SuS is especially useful in the estimation of the lower probability bound. For comparison, the same computation is carried out using the classical MMA method. In this case, for the lower bound the intermediate levels are $b_i = [5.329, 3.1093, 1.269, 0]$ to obtain the estimate $\hat{P}_L = 2.575 \times 10^{-4}$ with c.o.v. = 0.4265. For the upper bound, no intermediate levels are required $b_i = 0$, and the estimate is $\hat{P}_U = 0.49911$ with c.o.v. = 0.0361. Finally, during the estimation of the lower bound, the calculation of the image of each focal element within SuS required in average $33.82, 33.34, 32.07$ and $29.30$ LSF evaluations at each intermediate threshold level.

The advantage of this example lies in the possibility to illustrate how the samples are distributed in the three working spaces, that is: i) the original space of basic random variables $\mathcal{Y}$, which contains the focal elements of the random set as $d$-boxes; ii) the domain of definition of the copulas $\Omega$, which allows to model the dependence between the input variables and specifies the focal elements as the points $a_i$; and iii) the space of standard Gaussian random variables $\mathcal{Y}$, where the structural reliability problem is solved. Figure 2 shows the distribution of the SuS+ACS samples for the computation of the lower bound (three intermediate levels) and of the upper bound (no intermediate levels). Observe that in the $\mathcal{Y}$-space, the focal elements of the random sets are defined as two-dimensional boxes; here it is also depicted the failure surface $g(x) = 0$. For the other spaces is difficult to represent the shape of the corresponding lower and upper LSFs since it would require the evaluation of a considerable amount of samples. Thus, the failure regions can
be differentiated from the safe regions by the distribution of the samples. Note also that all of the “failure boxes” (in red) associated to the estimation of $P_l$ were completely contained in the failure region $F$, while none of the “failure boxes” associated to the estimation of $P_l$ were completely contained in the safe region $S$.

### 8.2. Example 2: a cantilever tube

Let us consider a modified version of the example proposed in Du (2008), which deals with a cantilever tube beam of diameter $d$ and thickness $t$, sketched in Figure 3. The beam is subjected to a torsional moment $T$, external lateral forces $F_1$, $F_2$ and axial force $P$.

The failure of the beam occurs when the maximum von Mises stress on the top surface of the tube at the support, $\sigma_{\text{max}} = \sqrt{\sigma_1^2 + 3\tau_{\text{ec}}^2}$, is larger than the yield strength $\sigma_y$ of the material; in this sense, the LSF is defined as the difference $g(x) = \sigma_y - \sigma_{\text{max}}$, where

$$
\sigma_x = \frac{P + F_1 \sin \theta_1 + F_2 \sin \theta_2}{A} + \frac{Md}{2I}
$$

stands for the normal stress produced by the axial and lateral forces and bending moments, $\tau_{\text{ec}} = (T d)/(4 I)$ is the shear stress produced by the torsion at the support, $A = \pi \left(d^2 - (d - 2 t)^2\right)/4$ is the cross-sectional area, $I = \pi \left(d^4 - (d - 2 t)^4\right)/64$ is the second moment of inertia, and $M = F_1 L_1 \cos \theta_1 + F_2 L_2 \cos \theta_2$ represents the bending moment in the beam.

The uncertain input variables to the system are listed in Table 1. Here, $X_1$, $X_2$ and $X_3$ are modeled as CDFs, $X_4$ and $X_5$ are modeled as distributional p-boxes converted to distribution-free p-boxes, $X_6$ and $X_7$ are possibility distributions, and variables $X_8$, $X_9$, $X_{10}$ and $X_{11}$ are typified as intervals. In Table 1, the nomenclature $N(\mu, \sigma^2)$ expresses the Gaussian CDF with mean $\mu$ and variance $\sigma^2$, $G(\mu, \sigma)$ symbolizes a Gumbel (Type I extreme value) CDF $G(x; \mu, \sigma) = \exp(-\exp((x - \mu)/\sigma))$ with location parameter $\mu$ and scale parameter $\sigma$, and $LN(m, v)$ stands for a lognormal CDF with mean $m$ and variance $v$.

Furthermore, we will suppose that variables $X_5$ to $X_{11}$ are independent and consequently they are related through a product copula $C(\alpha) := \prod_{i=1}^{\dim(\alpha)} \alpha_i$, while variables $X_1$ to $X_4$ are related through a Frank copula

$$
C_{\text{Frank}}(\alpha, \delta) := \psi^{-1}\left(\sum_{i=1}^{\dim(\alpha)} \psi(\alpha_i; \delta)\right)
$$

with $\psi(t; \delta) = -\ln\left(\frac{\exp(-\delta t)}{\exp(-\delta)}\right)$ and parameter $\delta \in \mathbb{R}\setminus\{0\}$ set to be equal to $\delta = 10$. In consequence, the copula that relates all implied variables is

$$
C(\alpha) = C_{\text{Frank}}([\alpha_1, \alpha_2, \alpha_3, \alpha_4]; 10) \cdot \prod_{i=5}^{11} \alpha_i.
$$

As in the previous example, the failure probability bounds are initially estimated by MCS. In this case, $N = 1 \times 10^6$ and $N = 1 \times 10^5$ focal elements are used for the estimation of the lower and upper bounds. The determination of the image of each focal element using the optimization method required in average 112.3 and 107.3 LSF evaluations per element for the lower and upper bounds, respectively. The results are $[P_l, P_f] = [5.230 \times 10^{-4}, 1.003 \times 10^{-2}]$. Again, by applying the procedure right after equation (10), the number of focal element evaluations in the estimation of $P_f$ was reduced. In this case, 98997 samples did not comply with $G(\theta) \leq 0$, and thus 901003 focal element evaluations were required in the estimation of $P_f$ by means of MCS.

In SuS with ACS, the estimation of the lower bound required four intermediate levels and the estimate is $P_f = 5.136 \times 10^{-4}$ with c.o.v. = 0.2429. For the upper bound three intermediate level are reached, giving the estimate $P_l = 8.588 \times 10^{-3}$ with c.o.v. = 0.1039. Again, SuS runs are also performed with MMA. For the lower bound, the estimate is $P_f = 5.244 \times 10^{-4}$ with c.o.v. = 0.2916. For the upper bound, the estimate is $P_l = 8.301 \times 10^{-3}$ with c.o.v. = 0.1382. Moreover, in the estimation the lower bound, the calculation of the image of each focal element within SuS required in average 112.29, 113.04, 113.26 and 113.56 LSF evaluations at each intermediate threshold level; and for the upper bound, the calculation of the image of each focal element required in average 107.16, 107.50 and 107.96 LSF evaluations at each intermediate level.

In this example the failure threshold level $\sigma_y$ is also considered uncertain, thus, it is not feasible to generate an excursion probability plot to represent the evolution of the response quantity $\sigma_{\text{max}}$ (threshold levels) with respect to the probability of failure. However, it is possible to illustrate how the lower and upper LSFs values $h$ evolve with the probability; Figure 4 shows this evolution using the MCS and SuS+ACS methods. For each bound, the average of 50 SuS runs shows a good agreement with the reference MCS estimation. Furthermore, Figure 5 shows a comparison between the ACS and MMA methods, in terms of the coefficients of variation of the probability estimates.
Figure 2: SuS evolution in the spaces $\mathcal{X}$, $\Omega$ and $\Psi$ for the computation of lower bound $\hat{P}_L$ (left) and upper bound (right) $\hat{P}_U$ of the Example 1.
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Figure 5: Limit state function values vs. coefficient of variation, for MCS and SuS with the ACS and MMA methods (Example 2).

### 8.3. Example 3: a six-bar truss

Consider the six-bar steel truss shown in Figure 6. The structural failure occurs when the displacement of upper-right node in the positive x-direction Δ (drift) exceeds 1.25 mm; therefore, the LSF is defined as \( g(x) = 1.25 - \Delta(x) \). Here, \( \Delta \) is measured in millimeters, the Young modulus is \( E = 210 \text{ GPa} \), the external cross-sectional areas of the bars \( (A_1,...,A_4) \) are described by random variables, and the applied loads \( (P_1,...,P_4) \) and the internal cross-sectional areas \( (A_5 \text{ and } A_6) \) are described by dis-

<table>
<thead>
<tr>
<th>Variable</th>
<th>Units</th>
<th>Modeled as</th>
</tr>
</thead>
<tbody>
<tr>
<td>( X_1, ..., X_4 )</td>
<td>((P_1, ..., P_4): \text{kN})</td>
<td>(N([35, 37], 5^2))</td>
</tr>
<tr>
<td>( X_5, ..., X_8 )</td>
<td>((A_1, ..., A_6): \text{cm}^2)</td>
<td>(LN(10, 0.01^2))</td>
</tr>
<tr>
<td>( X_9, X_{10} )</td>
<td>((A_5, A_6): \text{cm}^2)</td>
<td>(U([9.2, 10.3], [10.8, 12.1]))</td>
</tr>
</tbody>
</table>

In this example, the dependence between variables \( P_1 \) and \( P_2 \) is given by a Frank copula with \( \delta = 5 \), the dependence between variables \( P_3 \) and \( P_4 \) is also given by a two-dimensional Frank copula with \( \delta = 5 \); and variables \( A_1, ..., A_6 \) are related by a Gaussian copula \( C_{\text{Gauss}}([\alpha_5, ..., \alpha_{10}]; R_G) \) with correlation matrix

\[
R_G = \begin{pmatrix}
1 & 0.9 & 0.3 & 0.3 & 0.3 \\
0.9 & 1 & 0.3 & 0.3 & 0.3 \\
0.3 & 0.9 & 1 & 0.9 & 0.3 \\
0.3 & 0.3 & 0.9 & 1 & 0.3 \\
0.3 & 0.3 & 0.3 & 0.9 & 1
\end{pmatrix}
\]

The Gaussian copula with correlation matrix \( R_G \in [-1, 1]^{6 	imes 6} \) is given by

\[
C_{\text{Gauss}}(\alpha; R_G) = \Phi_{R_G}(\Phi^{-1}(\alpha_1), ..., \Phi^{-1}(\alpha_6))
\]

where, \( \Phi^{-1} \) is the quantile function of a standard Gaussian CDF and \( \Phi_{R_G} \) is the joint CDF of a multivariate Gaussian distribution with zero mean vector and covariance matrix equal to \( R_G \). Since the groups of variables \([P_1, P_2], [P_3, P_4] \) and \([A_1, ..., A_6] \) are independent, the variables are related by the copula:

\[
C(\alpha) = C_{\text{Frank}}([\alpha_1, \alpha_2]; 5) \cdot C_{\text{Frank}}([\alpha_3, \alpha_4]; 5) \cdot C_{\text{Gauss}}([\alpha_5, ..., \alpha_{10}]; R_G).
\]
On the one hand, integrals (11) are estimated using MCS, obtaining the failure probability bounds \( \hat{P}_f = 2.580 \times 10^{-5} \) and \( \hat{P}_f = 1.670 \times 10^{-3} \); this estimation was computed by calculating the image of \( 1 \times 10^7 \) and \( 1 \times 10^7 \) focal elements, respectively. As in the previous examples, by applying the ideas right after equation (10), the number of focal element evaluations in the estimation of \( P_f \) can be reduced. In this case, 99833 samples did not comply with \( G(u) \leq 0 \), and therefore 9900167 focal element evaluations were required in the estimation of \( P_f \) by means of MCS. Using the optimization method, the determination of the image of each focal element required in average 206.91 and 255.01 samples per element, for the lower and upper bounds.

On the other hand, the average SuS+ACS runs estimated five intermediate levels \( b_j = [0.959, 1.065, 1.145, 1.212, 1.25] \) for the calculation of the lower bound to obtain \( \hat{P}_f = 2.523 \times 10^{-5} \) with c.o.v. = 0.3325; and for the upper bound, three intermediate levels are reached \( b_j = [1.068, 1.181, 1.25] \) giving the estimate \( \hat{P}_f = 1.609 \times 10^{-3} \) with c.o.v. = 0.2026. The same computation is carried out using the MMA, providing the following results: for the lower bound, the intermediate levels are \( b_j = [0.989, 1.096, 1.176, 1.242, 1.25] \) to obtain the estimate \( \hat{P}_f = 2.565 \times 10^{-5} \) with c.o.v. = 0.3979; and for the upper bound, the intermediate levels are \( b_j = [1.066, 1.181, 1.25] \) to estimate \( \hat{P}_f = 1.664 \times 10^{-3} \) with c.o.v. = 0.2454. During the estimation the lower bound, the calculation of the image of each focal element in SuS required in average 206.65, 203.43, 201.28, 199.61 and 198.35 LSF evaluations at each intermediate threshold level; and for the upper bound, the calculation of the image of each focal element required in average 254.91, 254.39 and 253.61 LSF evaluations at each intermediate level.

In contrast to Example 2, the probability excursion can be estimated since the failure threshold level is assumed to be constant (1.25 mm). Figure 7 shows a plot of the lower and upper probabilities of failure for each drift level \( \Delta(x) \). As in Example 2, it is seen that the results by MCS and SuS+ACS are in agreement. Observe that with the average runs of subset simulation we can obtain the bounds of the probability of failure for each demand level up to the largest one considered. Additionally, Figure 8 presents a comparison between the ACS and MMA methods, in terms of the evolution of the drift values and the coefficients of variation of the failure probability estimates.

9. Discussion of results

The problem of finding the lower and upper bounds of the probability of failure has been expressed as a reliability problem that models the dependence by means of copulas. However, since many of the methods for the estimation of the probability of failure have been designed to operate in the standard Gaussian space, it is required to use a a suitable isoprobabilistic transformation to map any copula to such space.

The proposed examples confirm that subset simulation is especially useful in the estimation of those bounds. This is mainly related to the fact that the method results in a considerable reduction of the computational effort, and at the same time, gives results that are in a good agreement with the reference Monte Carlo solution. Perhaps the main issue of subset simulation lies in the variability of the simulation results which generally produces large coefficients of variation. We assessed the performance of two well-known MCMC samplers for subset simulation, namely, the modified metropolis algorithm and the adaptive conditional sampler. For all the examples, the ACS algorithm provides lower coefficients of variation compared to the MMA. Nevertheless, the estimation of the failure probability bounds by subset simulation using either MMA or ACS provides results that in average are in agreement with the reference Monte Carlo solution.

Since the calculation of \( G(u) \) and \( \bar{G}(u) \) requires the solution of two optimization problems, many LSF evaluations per focal element are required. Therefore, the average number of LSF calls is also computed as a measure of the computational cost. Particularly, for most of the examples using SuS, the number of LSF calls decreased with each intermediate level as the failure
space is sequentially explored.

When using imprecise probability methods, small intervals in the definition of the parameters of the input variables, may lead to wide bounds on the estimated probability of failure. This should not be taken as an argument against these techniques, though; on the contrary, this indicates that it is very dangerous to assume unique values on the parameters of the input variables, especially in the case of scarce data or vague information, in order to obtain a point estimate of the probability of failure. Naturally, the width of those intervals is expected to narrow when additional information is available. In those cases, sensitivity analysis methods can also be used to address the situation (see e.g. Alvarez (2009b); Patelli et al. (2014)).

As previously commented, Alvarez et al. (2017) devised a method to estimate the bounds of the probability of failure by dealing directly with distributional p-boxes, without recurring to the approximation of a distributional p-box as a distribution-free p-box. As a result, narrower bounds on the probability of failure are found, since the additional information included with the approximation is excluded in the calculation. For instance, when using the methods introduced in Alvarez et al. (2017), the bound on the probability of failure for the Example 1 is $[8.999 \times 10^{-3}, 0.431]$, which compared to the bound provided by random set theory (that is $[2.590 \times 10^{-3}, 0.503]$) produces a tightening of around 16%.

Finally, the results are summarized in Table 3 for MCS, SuS+ACS and SuS+MMA, where the coefficients of variation for SuS were computed using 50 independent runs. The average number of LSF in SuS was computed along the simulation runs and also along the intermediate levels.

10. Conclusions and open research problems

An efficient approach for the reliability analysis of structures under uncertainty, in which the input variables are modeled using random set theory (that is, possibility distributions, intervals, CDFs, distribution-free p-boxes or even Dempster-Shafer structures) was presented. Each focal element that is sampled from the random set is modeled either as a point in a space $\Omega$, or as a $d$-dimensional box in the space of input variables $\mathcal{X}$. In the $\Omega$-space, a copula $C$ models the dependence between the input variables; also in $\Omega$ there exists two limit state functions $g$ and $\overline{g}$ that define the lower and upper inverses of the failure set, that is $F_{LP}$ and $F_{UP}$. The focal elements corresponding to $F_{LP}$ and $F_{UP}$ contribute to the evaluation of the lower and upper probability of failure, respectively. By mapping the limit state functions $g$ and $\overline{g}$ to the standard Gaussian space, using an inverse isoprobabilistic transformation $T^{-1}$ (e.g. the inverse Rosenblatt transform) that maps an independent point in $[0, 1]^d$ to a dependent one in $\Omega$ according to the copula $C$, we can easily estimate by any advanced Monte Carlo method, such as subset simulation, importance sampling, line sampling, or the cross-entropy method, among others, the lower and upper bounds on the probability of failure. Particularly, we illustrated this approach using subset simulation with two different MCMC samplers, adaptive conditional sampling and modified Metropolis-Hastings. The numerical experiments demonstrated the solid foundation of this proposal, where a drastic reduction of the computational labor implied by plain Monte Carlo simulation was obtained for problems defined with uncertain input aleatory and/or epistemic distributions.

Some open research problems are the following: the proposed method reduces the number of focal element images that are used in order to estimate $P_f$ and $\overline{P}_f$, however, the number of evaluations of the limit state function $g$ required in the calculation, although considerably reduced, still is a large number that should be diminished. A possible solution for this is to employ the proposed method with subset simulation together with response surfaces, such as, kriging or neural networks; see for example (Hurtado et al., 2000; Hurtado and Alvarez, 2001; Echard et al., 2011; Papadopoulos et al., 2013). Furthermore, it is important to mention that copulas solely model the dependence between the input variables and not within the focal elements. It might seem strange that a copula can contain the dependence information of two possibility distributions as input variables. However, take into account that many copulas are t-norms and many t-norms are copulas, i.e., copulas are the mathematical tool for combining CDFs and p-boxes, while t-norms are the mathematical tool for combining membership functions of fuzzy sets and possibility distributions. For further discussion on the relationship between copulas, p-boxes and Dempster-Shafer structures, see for example Ferson et al. (2004). Up to the author’s knowledge, the use of copulas to model the dependence between p-boxes and possibility distributions is up to now an open problem in the context of the estimation of the probability of failure using random sets.
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Table 3: Probability bounds using Monte Carlo and subset simulation with ACS and MMA. The column “average LSF eval.” reports the average number of LSF evaluations per focal element.

<table>
<thead>
<tr>
<th>Example 1</th>
<th>Lower bounds</th>
<th>Upper bounds</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$N$</td>
<td>Average LSF eval.</td>
</tr>
<tr>
<td>MCS</td>
<td>$1 \times 10^6$</td>
<td>33.8</td>
</tr>
<tr>
<td>Sus+ACS</td>
<td>$4 \times 10^5$</td>
<td>32.0</td>
</tr>
<tr>
<td>Sus+MMA</td>
<td>$4 \times 10^5$</td>
<td>32.3</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Example 2</th>
<th>Lower bounds</th>
<th>Upper bounds</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$N$</td>
<td>Average LSF eval.</td>
</tr>
<tr>
<td>MCS</td>
<td>$1 \times 10^6$</td>
<td>112.3</td>
</tr>
<tr>
<td>Sus+ACS</td>
<td>$4 \times 10^5$</td>
<td>113.0</td>
</tr>
<tr>
<td>Sus+MMA</td>
<td>$4 \times 10^5$</td>
<td>113.1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Example 3</th>
<th>Lower bounds</th>
<th>Upper bounds</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$N$</td>
<td>Average LSF eval.</td>
</tr>
<tr>
<td>MCS</td>
<td>$1 \times 10^7$</td>
<td>206.9</td>
</tr>
<tr>
<td>Sus+ACS</td>
<td>$5 \times 10^5$</td>
<td>202.0</td>
</tr>
<tr>
<td>Sus+MMA</td>
<td>$5 \times 10^5$</td>
<td>201.8</td>
</tr>
</tbody>
</table>


